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Abstract—Network Functions Virtualization (NFV) leverages
virtualization and cloud computing technologies to make net-
works more flexible, manageable, and scalable. Instead of using
traditional hardware middleboxes, NFV uses more flexible Vir-
tual Network Functions (VNFs) running on commodity servers.
One of the key challenges in NFV is to ensure strict reliability
and low latency while also improving energy efficiency. Any
software or hardware failures in an NFV environment can disrupt
the service provided by a chain of VNFs, known as a Service
Function Chain (SFC), resulting in significant data loss, delays,
and wasted resources. Due to the sequential nature of SFC,
latency increases linearly with the number of VNFs. To address
this issue, researchers have proposed parallelized SFC or VNF
parallelization, which allows multiple independent VNFs in an
SFC to run in parallel. In this work, we propose a method to
solve the parallelized SFC deployment problem as an Integer
Linear Program (ILP) that minimizes energy consumption while
ensuring reliability and delay constraints. Since the problem is
NP-hard, we also propose a heuristic scheme named ERASE that
determines the placement of VNFs and routes traffic through
them in a way that minimizes energy consumption while meeting
capacity, reliability, and delay requirements. The effectiveness
of ERASE is evaluated through extensive simulations and it is
shown to perform better than benchmark schemes in terms of
total energy consumption and reliability achieved.

Index Terms—Network Functions Virtualization, Parallelized
Service Function Chaining, Flexible Resource Allocation, Energy
Consumption, Reliability.

I. INTRODUCTION

Network Functions Virtualization (NFV) has emerged as a
promising solution to overcome the limitations of traditional
middleboxes in communication networks. By decoupling hard-
ware and software, NFV enables the deployment of Virtual
Network Functions (VNFs) on commodity servers, offering
enhanced flexibility, programmability, and cost efficiency [1].
These VNFs are interconnected in a specific order to form
Service Function Chains (SFCs), which are vital components
of network services provisioned by Cloud Service Providers
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(CSPs) on NFV infrastructure (NFVI) [1]. While NFV presents
numerous benefits, it also introduces new challenges. One such
challenge is the considerable energy consumption associated
with provisioning VNFs on NFVI. This energy consumption
comprises of the energy consumed by the servers hosting
various VNF instances and the energy consumed by network
devices that route traffic. Existing studies have shown that
NFV can reduce energy consumption compared to traditional
appliance-based networks [2]. However, further improvements
in energy efficiency are necessary to optimize both servers and
network devices within NFV-enabled networks. The placement
of SFCs in an optimized way to enhance energy efficiency has
been identified as one of the key issues in [3]-[5].

Another critical consideration in NFV-based networks is the
provision of Ultra-Reliable and Low Latency Communication
(URLLC) services. URLLC services are vital for latency-
sensitive applications such as autonomous driving, Augmented
Reality (AR), Virtual Reality (VR), and industrial control.
However, the sequential execution of VNFs in SFCs results
in increased propagation and processing delays. Deploying
VNFs at the network edge can effectively reduce end-to-
end delay [6]. Nonetheless, meeting the stringent latency
requirements of URLLC remains a significant challenge in
NFV-based networks. To mitigate the impact caused by the
processing delay, recent works in [7], [8] demonstrated that
VNFs of an SFC could be executed in parallel if the operations
of VNFs do not conflict with each other as shown in Fig. 1.
For instance, Deep Packet Inspection (DPI) can be executed
in parallel with Flow Monitor (FM) as these only inspect
packet data without altering its content, whereas DPI and
encryption cannot execute in parallel as one of them might
modify the packet. In addition, these works shown significant
improvement in achieved throughputs along with reduction in
latency when the VNFs of an SFC are deployed in parallel in
real-world systems. However, the migration from specialized
hardware to virtualized software may cause reliability issues.
The reliability1 of an SFC is crucial, as the entire chain
must work correctly for the service to function properly. The
reliability of an SFC decreases as the chain length increases,
even if the reliability of individual VNFs remains high. For

!In the context of the core network, the term availability is more commonly
used to describe the measure of system’s uptime and service accessibil-
ity. Therefore, we use the terms availability and reliability interchangeably
throughout this work.
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Figure 1: Traditional sequential SFC vs. parallelized SFC [7].

instance, the reliability of an SFC, which contains six different
VNFs, is only 0.95° = 0.74, even though the reliability of
each VNF is 0.95. Moreover, individual VNFs may fail due
to software bugs or hardware faults, further impacting the
reliability of the SFC. Therefore, it is essential to devise
efficient mechanisms for deploying VNFs in order to improve
the reliability of SFCs in NFV-based networks.

Existing works [9], [10] on sequential SFCs are not efficient
for meeting the delay and reliability requirements of URLLC
services. Therefore, VNF parallelization has been proposed as
a potential technique [7], [8], but it introduces overheads such
as packet duplication/merging and packet deposition problems.
To address these overheads, we proposed a novel flexible
resource allocation scheme for deploying parallelizable VNFs
of an SFC (named such SFC as parallelized SFC (PSFC))
in [11]. However, to the best of our knowledge, none of the
existing works considered the energy and reliability aspects
while deploying PSFCs in NFV-based networks.

Motivated by this, in this work, we propose a flexible
resource allocation-based PSFC deployment scheme named
ERASE which minimizes the total energy consumption while
guaranteeing reliability and end-to-end delay requirements
of the network service. ERASE focuses on reducing packet
duplication and merging overheads by deploying all paral-
lelizable VNFs of a PSFC on a single server. If a server’s
capacity is insufficient, partial parallelism is explored for VNF
deployment. To achieve flexible resource allocation, we utilize
a resource-delay dependency model [11], [12], which enables
efficient resource assignment to minimize packet deposition
and conserve resources for additional requests. Furthermore,
we consider both the reliability of physical nodes and VNFs
during deployment, creating backup instances when necessary
to ensure PSFC reliability. To avoid additional overheads,
backup instances for parallelized VNFs are placed on the
same server as the primary instances (i.e., onsite backup).
For offsite backup, it prefers deploying backup VNF instances
only along the same path as the primary VNFs of PSFCs,
thereby reducing bandwidth consumption in the network while
easily meeting the end-to-end delay requirements. The primary
objective is to minimize the number of servers and network
links utilized for deploying PSFCs while satisfying the end-
to-end delay and reliability requirements through intelligent
utilization of server and network link statuses.

The main contributions of this paper are summarized as
follows:

o We present a backup strategy that effectively mitigates
VNF parallelization overheads in PSFC deployment.

o We formulate the PSFC deployment problem as an Inte-
ger Linear Program (ILP)-based optimization problem to
minimize energy consumption while ensuring reliability
and meeting delay requirements. The proposed ILP is

shown to be NP-hard by reducing it to a well-known bin
packing combinatorial optimization problem.

o To overcome the computational complexity of the ILP
model, we propose a heuristic solution named ERASE
which consists of three stages: VNF deployment, VNF
routing, and VNF backup deployment. The proposed
ILP and the heuristic scheme consider the possibility
of deploying PSFC with partial parallelism if a PSFC
request with full parallelism cannot be accommodated in
the network.

o We extensively evaluate the proposed solution against
five benchmark algorithms for parallelized and sequential
SFC deployments. The results demonstrate significant
energy savings and successful fulfillment of delay and
reliability requirements of the PSFCs considered for
deployment in NFV-based networks.

The rest of this paper is organized as follows. Section II
provides background information on the overheads associated
with VNF parallelization and the dependency of VNF pro-
cessing delay on its resource allocation. The related work
is discussed in Section III. In Section IV, we present the
system model. The problem of energy- and reliability-aware
parallelized SFC placement is formulated in Section V, fol-
lowed by a polynomial-time heuristic solution to address this
problem in Section VI. The performance results are presented
in Section VII. Finally, the conclusions are given in Section
VIII. Throughout the paper, we use the terms node and server
interchangeably.

II. BACKGROUND

Existing works [7], [8] vividly showcase the application of
parallelized SFC in diverse real-world scenarios. For instance,
NFP [7] and Parabox [8] exemplify scenarios like real-time
analytics and On-line Data-Intensive (OLDI) applications,
including web search and online retail, where minimal packet
delay is critical. Applications like algorithmic stock trading
and high-performance distributed memory caches demand
ultra-low latency from cloud infrastructure’s VNFs. It was
demonstrated that 53.8% of VNF pairs could operate in
parallel and it underscores the significant potential of VNF
parallelism optimization. VNF parallelization substantially de-
creases the overall end-to-end delay encountered by VNFs,
enabling the fulfillment of stringent delay requirement of
services. As emerging services continue to evolve, ensuring
reliability alongside delay remains a paramount criterion.
Consequently, devising mechanisms to simultaneously fulfill
these dual imperatives, while deploying parallelized SFCs
with minimized energy consumption, emerges as a crucial
requirement for network operators. This work contributes
to fulfilling this demand by presenting a PSFC deployment
mechanism designed for this purpose.

The parallelization of VNFs in SFCs is based on the
operation types of the VNFs. Two VNFs can be parallelized
if they both perform only read operations, or if one performs
a read operation and the other performs a write operation, as
long as they do not operate on the same data area. In many
recent works [7], [8], [13]-[16], standard procedures have been



proposed for efficiently generating PSFCs for a given set of
sequential SFCs. For example, [7] and [8] clearly outlined the
steps for parallel conversion of SFCs and provided guidelines
on determining VNF parallelism. In this work, we assume
that a given set of SFC requests have already undergone
the standard procedure for conversion to PSFC requests, as
described in the literature.

A PSFC is composed of a series of Parallel Entities (PEs),
each consisting of either a set of parallelizable VNFs or a
single VNF. Figs. 3a and 3b illustrate two possible PSFC
combinations of the sequential SFC presented in Fig. 2. It is
important to note that if none of the VNFs in a sequential SFC
can run in parallel, all PEs in the resulting PSFC will consist of
a single VNF each, maintaining the same structure as the orig-
inal sequential SFC. Fig. 3b represents the scenario where no
VNFs can run in parallel, resulting in a PSFC that is identical
to the original sequential SFC (i.e., Fig. 2). The blue dashed
rectangle represents a PE. Parallel processing of packets by
different VNFs can bring significant latency benefits to many
emerging latency-sensitive applications. However, deploying
these parallelizable VNFs on the network introduces packet
duplication/merging overhead and packet deposition problems.
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Figure 2: Example of sequential SFC request. S and D
represent the source and destination, respectively.
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Figure 3: Example of different PSFCs.

A. Packet Duplication/Merging Overhead

The packet duplication and merging modules are used to copy
packets to multiple VNFs running in parallel and then merge
the results of the parallel processing back into a single packet
stream. This allows for parallelization of the SFC in the net-
work. However, it introduces additional overhead in terms of
network resources and computation, which can potentially lead
to increased latency and reduced overall network performance.
A few studies have investigated methods for minimizing this
overhead. One approach proposed in works [7] and [8] is to
deploy all PEs of a PSFC on the same server and share the
same memory, thereby avoiding the expensive overhead of
duplicating and merging the whole packet payload. However,
this approach can lead to unused resource fragmentation.
Studies such as [13] and [18] have found that when parallel
VNFs are deployed on the same server, the intra-server packet
duplication/merging overheads are negligible compared to
the processing delay of VNFs. However, when parallelizable
VNFs are deployed on different servers, inter-server packet
duplication/merging overheads are significant. Therefore, in
this work, it is proposed to deploy all parallelizable VNFs

on the same server to eliminate inter-server packet dupli-
cation/merging overheads. If it is determined that none of
the servers possess adequate capacity to deploy all parallel
VNFs of a PE, alternative solutions are explored, such as
converting full VNF parallelism to partial VNF parallelism.
This entails dividing such PE into multiple PEs, with the
number of VNFs on the resultant PEs being reduced, in order
to decrease the required resources and increase the probability
of identifying suitable nodes. However, it should be noted that
this conversion may result in an increase in the overall latency
of the PSFC due to the sequential execution of certain VNFs.
The details of conversion from full VNF parallelism to partial
VNF parallelism are explained in Section VI-A3.

B. Packet Deposition Problem

A significant imbalance in the processing delays of paral-
lelizable VNFs causes packet deposition, i.e., packets going
through faster VNFs need to be cached in the merging module
and wait for the packets going through other slower VINFs.
Consider a PSFC request presented in Fig. 4a wherein VN F,,
VNF3, and VNFy can be executed in parallel. All packets leav-
ing VNF| must be duplicated and sent to each parallel VNF.
Then, the processed packets are merged in the merging node
located just before VN F5. The value at each VNF represents its
processing delay. We can observe that the processing delays
of VNF, and VNF;5 are less than that of VNF,. Therefore,
the packets processed by VNF, and VN F3 reach the merging
module sooner than the packet copies processed by VN Fy. The
merging module has to allocate additional memory resources
to cache the early-arrived packets. A significant imbalance
in procesing delays between parallel VNFs results in higher
memory resource consumption. Recently, in [11], [17], the
authors proposed two approaches to reduce the imbalance in
processing delays between parallel VNFs in PSFC requests.
The first approach is to merge some of the parallel VNFs and
run them sequentially [17]. This reduces the delay difference
between the two parallel branches and reduces the number
of packets cached and memory resources required for packet
caching in the merging module. For example, merging VNF,
and VNF3 in Fig. 4a into one branch significantly reduces
the delay difference between the two parallel branches, as
shown in Fig. 4b. Recently, in [11], we proposed an improved
approach that scales down the resources of VNFs in a PE using
their resource-delay dependencies so that they process packets
with a delay approximately equal to the peak VNF delay of
the PE as shown in Fig. 4c. This avoids over-provisioning of
resources to VNFs and saves resources which can be used to
deploy or accept more PSFC requests.

C. VNF Resource-Delay Dependency

The impact of allocated resources on processing delay is cap-
tured using Fig. 5. Let £ and £, be the minimum and the
maximum processing delay of a VNF instance g, respectively.
We can observe from the figure that gr‘fu.n and £, are reached
by allocating resources 7/,, and ’ﬁm» respectively. For any
amount of resources higher than 5., the delay reaches its
lower bound {3”.” and cannot be further improved. Moreover,

for an amount of resources less than T]Z“. > the VNF ¢ fails to
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(linear dependency case) [12].

execute. Recent studies [11], [12], [19] verified this behavior
by conducting experiments on different VNFs. Therefore, the
processing delay of any VNF ¢ (7,) is a linear function of
system resources allocated (®,;,.) to it within a certain range
of resources [12]. This linear function is captured using the
following equation:

Tq = h(q)allnc) =a X Dupc +b

(D

where a and b represent slope and intercept which are given
by Eq. (2) and Eq. (3), respectively.
q9  _ 49
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The processing delay of the ;" PE of the i’ PSFC is
represented by PD; ;. The processing delay of the PE is
determined by the VNF with the highest delay, and the delays
caused by other VNFs can be disregarded.

b
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PPis= i, T
It is important to note that all VNFs within a PE should
be placed on the same node to avoid the additional costs
of duplicating and merging packets. Therefore, all VNFs in
a PE will adjust their resources (scale down) to match their
processing delays to the delay PD; ; of the PE using Egs. 1,
2, and 3.

III. RELATED WORK

A. Traditional SFC placement

The SFC placement problem has been widely researched,
with a focus on various design goals, including reducing
delays [12], [20], maximizing network throughput [21], [22],
minimizing energy consumption [3]-[5], [9], [10], and in-
creasing reliability [23]-[25]. Many studies have aimed to
address these goals individually [3], [12], [20], [23]-[25],
while others [9], [10] have sought to address them simulta-
neously. Studies [23]-[27] have focused on guaranteeing the
reliability of SFCs, with the majority of them focusing on
using redundancy as a way to improve reliability. For example,
in [23], the authors proposed different schemes that aim to
minimize the number of backups required while still meeting
reliability requirements. Very few works [26], [27] considered
both software (i.e., VNF) and hardware (i.e., Physical Node
(PN)) reliability while deploying VNFs in the network topol-
ogy. Nevertheless, most of the research focused on sequential
SFCs and paid little attention to VNF parallelization.

To get the latency benefits, in [28]-[30], the authors ex-
plored VNF multi-feature deployment where multiple VNFs
of same SFC are collocated within the same virtual machine
(VM) or server enabling the avoidance of packet copy opera-
tions between multiple VNFs. Additionally, this consolidation
strategy eliminates inter-VNF communication overhead that
may arise if the VNFs are deployed on different servers. This
approach can enhance overall efficiency and reduce latency
by avoiding inter-node communication. However, it is crucial
to note that even though all the VNFs are deployed on the
same node in multi-feature deployment, they are still executed
sequentially in the existing works. Consequently, they did not
fully exploit the benefits of VNF parallelization, particularly
in terms of latency reduction.

B. Parallelized SFC placement

Recent studies [7], [8], [32] demonstrated the feasibility
and effectiveness of VNF parallelization, which enables the
parallel execution of multiple VNFs and can lead to sig-
nificant reductions in delay compared to traditional SFCs.
The observation in [7] indicated that 53.8% of VNF pairs in
enterprise networks could work in parallel. These findings have
garnered significant attention from the academic community.
Due to the great advantage of delay reduction, the parallel
VNFs were preferred to the traditional sequential ones when
deploying SFCs [13], [14], [16], [17], [32]. Most of these
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studies have not addressed the overhead issues introduced
by parallelizing VNFs, such as packet duplication/merging
and packet deposition problems. A limited number of studies
on parallelized SFC deployment considered either packet
duplication/merging [11], [13], [18] or packet deposition prob-
lems [11], [17], but not both.

None of the aforementioned works considered the impact
of the amount of allocated resources to a given VNF on
its processing delay. A few existing works [12], [20] con-
sidered resource-delay dependency while deploying SFCs in
the network but these works are on traditional sequential SFC
deployments. In our recent work [11], we proposed a scheme,
called FlexSFC, which uses the resource-delay dependency of
VNFs to avoid the parallelization overheads while deploying
PSFC requests. However, energy and reliability aspects were
not considered while placing PSFCs in the network. In [33],
the authors proposed a mechanism to increase the end-to-end
service reliability of a parallelized SFC.

The deployment of parallel VNFs requires careful con-
sideration to manage bandwidth consumption effectively. If
parallel VNFs are deployed on the same server, the over-
head is relatively low and intra-copy/merge costs are quite
negligible, as shown in [7] and [13]. This approach ensures
efficient resource utilization and reduces additional bandwidth
consumption. In contrast, deploying parallel VNFs on different
nodes can lead to transmitting multiple copies of the same
packet separately, resulting in increased bandwidth consump-
tion compared to sequential SFCs or deploying parallel VNFs
on the same node. Moreover, inter-node packet copy/merge
delays may impact the latency benefits gained from VNF
parallelization [13], [18]. Therefore, the network operators
should carefully consider these trade-offs between reduction
in SFC latency and increase in bandwidth consumption when
deploying parallelizable VNFs in the network.

Differing from the existing works, in this work we consider
the deployment of parallelized SFCs with the objective of
minimizing total energy consumption while guaranteeing the
reliability and delay requirements in NFV-based networks.
We also consider the relationship between allocated resources
and VNF performance, to avoid parallelization overheads. A
comparison of different state-of-the-art solutions with respect

to this work is summarized in Table I. To the best of the
authors’ knowledge, this paper is the first work to investigate
the parallelized SFC deployment problem with the objective of
minimizing total energy consumption while ensuring reliability
and delay requirements in an NFV-based network environ-
ment.

IV. SYSTEM MODEL

This section describes the models used to represent the phys-
ical network and PSFC in our study, followed by the energy
and reliability models, and a discussion of different backup
strategies that can be used to ensure the reliability of the
system.

A. Network Model

The physical network, over which different VNFs of PSFCs
need to be deployed, can be modeled as an undirected graph
G = (N,E) where N represents the set of Physical Nodes
(PNs) in the network and E is the set of links interconnecting
the PNs. PN k (k € N) is a server connected through a switch
in the network, and its computing capacity and reliability
are represented by C; and Ry, respectively. The reliability
of a PN is characterized in terms of Mean Time Between
Failures (MTBF). The delay and bandwidth of a link e € E
are represented by D, and BW,, respectively.

B. PSFC Model

Let S be the set of PSFC requests. PSFC is an ordered set of
PEs connected to each other logically, and it is represented
by a tuple (s;,d;, D4, BW; Y, P;,R:?). s;,d; € N are
the source and destination nodes of i'" PSFC request. D/
and BW;? are delay and bandwidth requirements of PSFC
i, respectively. P; = (P} — Pl.2 — e Pl? ) represents the
ordered set of PEs of PSFC i, where each PE has one or more
number of VNFs in it which can process incoming packets
in parallel. Let ¢y, 74, and R, be the computing capacity,
processing delay, and reliability of VNF g, respectively. Each
PSFC i has its own on-demand reliability requirement R;“/
(where 0 < R7“? < 1).



C. Energy Model

In NFV-enabled networks, PNs and physical links carrying
traffic consume electrical energy. In this study, we present a
model that looks at the energy used by the servers that host
VNFs and the physical links that carry traffic. The energy
consumption of a server k is divided into two parts [34]:
the energy needed to keep the server running and the energy
needed to process network service requests. The first part, EX,
is the energy needed to keep the server active. The second part,
loady and E }'2, is related to how much computing is used and
the energy needed to process the requests. Then the energy
consumption (Ey) of a server k can be calculated as follows:

load,

Ck
The energy consumption of a physical link depends on its
on/off state and bandwidth utilization [35]. Let E ; denote the
startup energy consumption of link e and E} denote its peak-
load energy consumption. The bandwidth consumption of link
is denoted as load,. Then the energy consumption of a link
(E.) can be calculated as follows:

Ex = EF + (Ef — EF) x ( ) VkeN 5)

load
E.=E;+(E, -E;) X ( Z <)  VeeE (6)
e
The total energy consumption is expressed as the sum of
energy consumption of all running services as follows:

Erorar = ). Ex+ ) E, ()

keN ecE

It is important to note that, in this paper, we leverage VNF
resource-delay dependency [11], [12] to allocate resources
flexibly for parallelizable VNFs in order to overcome the
packet deposition problem, bringing in significant resource
savings, thus, reducing energy consumption proportionally.

D. Reliability Model for PSFC

According to ETSI [36], the reliability of a VNF is defined
as the probability that the VNF successfully completes the
processing of its intended service. The execution of a VNF
may be interrupted due to hardware or software failures (e.g.,
unexpected restart/shutdown of a PN, network disconnections,
software bugs, etc) [24]. Therefore, the reliability of a VNF
running on a PN must be expressed by both software and
hardware reliability. In this paper, we consider both software
and hardware reliabilities, i.e., the reliability of VNFs and PNs.
We assume that the switches connecting PNs are absolutely
reliable. The reliability of a VNF instance ¢ hosted on PN %
is given by

RE =Ry Ry (®)

where R, represents the reliability of VNF g and Ry represents
the hardware reliability of the PN k. A PSFC consists of a
series of PEs, each composed of either a set of parallelizable
VNFs or a single VNF. It is important to remember that we
deploy all VNFs of a PE on the same PN. The reliability of
a PSFC is calculated as the product of the reliability of PEs

comprising it. The reliability of a PE is presented in Eq. 9.

RpEg = Ry l_l R, 9
qePE

Operators need to deploy primary VNFs reasonably to improve
PSFC reliability as much as possible. This can be achieved
by picking highly reliable PNs for deploying VNFs. However,
merely mapping primary VNFs onto highly reliable PNs is not
enough to achieve high reliability. Therefore, PSFC reliability
should be improved further by adding redundant backups.
Given a set of PSFC requests, each with a specific reliability
requirement, we need to determine the minimum number of
backup VNFs needed for each PSFC to achieve reliability
requirements. We assume at most one backup instance for any
VNF can be deployed. It is important to decide the placement
of the backup instance for a given VNF. Generally, there are
two mechanisms for achieving this, namely, onsite backup
strategy and offsite backup strategy. In onsite backup strategy,
a backup instance for a VNF is deployed on the same PN
where the primary VNF is running. This strategy reduces
the overhead of synchronizing the states of primary VNF
and backup VNF and saves bandwidth resources. In offsite
backup strategy, a backup instance is deployed on a different
PN. When choosing a PN for an offsite backup strategy, it
is important to consider the end-to-end delay and the need
to reserve bandwidth resources along the path containing the
backup instance.

For PEs with multiple VNFs, creating a backup instance
for any of their VNFs on another server incurs packet du-
plication/merging overheads and packet deposition problems.
This study suggests a new backup strategy for PSFC to avoid
this. It works as follows: For PEs with a single VNF, we
proritize deploying the backup instance on the same node as
the primary instance (onsite backup strategy), given that the
node has sufficient capacity. In the cases where the capacity of
the primary node is insufficient, we deploy the backup instance
on the other node (offsite backup strategy). It is crucial to
note that PEs consisting of a single VNF do not incur any
VNF parallelization overheads. On the other hand, for PEs
with multiple VNFs, deploying backup instances on a different
node introduces significant inter-node packet copy and merge
delays, as highlighted in [18], [32]. This work always strives to
deploy backup instances on the same node where the primary
VNFs of that PE are deployed. The reason for this is that
deploying primary and backup VNF instances on the same
node incurs only intra-node packet duplication and merging
delays, which are quite negligible as reported in [7], [13].
Moreover, to mitigate the packet deposition problem, we scale
down the resources of certain parallel VNFs to minimize the
delay discrepancy among them.

Reliability of a PE (with size one) after deploying a backup
instance using onsite and offsite backup strategies are given
below, respectively:

RE. =Ri(1-(1-Ry)(1-Ry)) (10)
1D

where Rp, is the reliability of a PN where backup for VNF

REL =1-(1=RyRi)(1 = RyRpy)



is deployed.

For each PE with size greater than one, we create backups
for a subset of VNFs that results in maximum reliability for
PE. Note that, when it is required to deploy a backup for a
subset of VNFs in PE to improve the overall PSFC reliability,
we choose the less reliable VNFs and deploy backup instances
for them on the physical node [25].

B _ (1= -
Rpp=Remax [ Ry[[(-(1-R)(1-R)) (12)
gqePE\S  teS
The reliability of a PSFC after creating backups for PEs is

given below:
B
[] &2
PEEPSFC

R1€5Fc = (13)

In this work, we made an assumption that the backup
VNFs operate in active-standby (specifically, warm-standby)
mode [25], [37], where we reserve the same amount of
resources as the corresponding primary VNF but with a basic
resource consumption (BRC) always in use to each backup
VNF instance. The resource consumption of a VNF can
generally be divided into two parts. The first part is the
virtualization overheads [38], which include the resource con-
sumption required to maintain the image and related libraries
of a VNF. This component is referred to as the BRC [39].
The second part is the resource consumption during the VNF’s
operational state, known as the Duty Resource Consumption
(DRCO) [37]. By employing active-standby backup, in case of
onsite backup strategy (i.e., primary and backup instances are
on the same node), it is ensured that backup VNF instance
remains synchronized with the corresponding primary VNF
It is worth mentioning that the major portion of the resources
allocated for backup instances are utilized only in the event of
a primary instance’s failure. Therefore, when calculating en-
ergy consumption, we did not consider the resources reserved
for backup instances.

When dealing with stateful VNFs, it is important to allocate
memory for storing the flow states. This memory is needed to
copy the states to the backup VNF in case the primary VNF
fails. There are different approaches to managing this memory.
For example, it can be maintained at the same node where the
backup VNF is located or stored in a common repository for
all backup VNF instances. As in [26], [27], [33], we also did
not consider this aspect in this work. Analyzing the trade-offs
associated with memory allocation and exploring its impact
on PSFC deployment is an interesting research problem.

V. PROBLEM FORMULATION

In an NFV-enabled network, the service provider needs to
optimally deploy the PSFC requests while meeting various
requirements. Specifically, given a physical network G, a set
of SFC requests, and their corresponding PSFC combinations
(complete/partial parallelism among parallelized VNFs), the
service provider needs to determine the following: PSFC
combination to be deployed for each SFC, the placement
and routing of VNFs in corresponding PSFC combination,
and allocating computing resources of underlying physical
nodes to corresponding VNFs. Existing works in the literature

proposed standard procedures for efficiently generating PSFCs
for a given sequential SFC [7], [8], [14], [16].

We define binary decision variables xljrk s y?,’r]f ., and wf’ r
Vi € §,Vr € P;,Vj € P;,,Yq € P;;,Yk € N,Ve € E.
The decision variable xl]rk is set to one if the j** PE of r'"
parallel combination from i’ SFC is deployed on node k € N,
otherwise it is set to zero. The decision variable w;?’r,j is set
to one if the virtual link between ;' and j + 1’ PEs of
' parallel combination from /" SFC is mapped to physical
link e € E, otherwise it is set to zero. The decision variable
y?,’r]f;' is set to one if the backup for ¢* VNF of ;" PE of
' parallel combination from i"* SFC is deployed on node
k € N, otherwise it is set to zero. We also define two binary
decision variables z;,Vk € N and h.,Ve € E. The decision
variable zj is set to one if the physical node k € N is active,
otherwise it is set to zero. The decision variable /. is set to one
if the physical link e € E is active, otherwise it is set to zero.
Further, we define a decision variables ¢; ,, Vi € S,Vr € P;.
It is set to one if all PEs of r’" parallel combination from
i'" SFC are deployed on some physical node, it is set to zero
if none of the PEs of r'" parallel combination from i’" SFC
is deployed on some physical node. All the notations used in
this section are given in Table. II.

1 If j'* PE of r'" parallel combination from i*"

SFC is deployed on node k

0 Otherwise
(14)

If all PEs of 7" parallel combination from i*"

SFC are deployed on some physical node k,
ie, X ¥ xlf =Pyl
keN jePir'
Iry ¥ xf=0
keN jePir

15
1 If the backup for ¢’ VNF of j PE of r h(paiallel
yl.q”r’f ;= combination from i’ SFC is deployed on node k
0 Otherwise
(16)
1 If backup is created for at least one VNF from ;"
Sirj = PE of r* parallel combination from ' SFC
0 Otherwise
a7
1 If backup is created for at least one VNF from ;"
ik _ PE of r'" parallel combination from i’ SFC and

ir those backup instances are deployed on node k

0 Otherwise
(18)
If the physical node k € N is active (19)

1
= {0 Otherwise

1 If the virtual link between ;" and j + 1" PEs of
r'" parallel combination from i*” SFC is mapped
to physical link e

0 Otherwise
(20)



Table II: Glossary for the optimization model

Notation | Description Notation | Description
N Set of physical nodes E Set of physical links
S Set of PSFC requests P;, Set of PEs in r" parallel combination of i PSFC
Si Source node of i’ PSFC d; Destination node of i"* PSFC
Cx Processing capacity of k" physical node BW, Bandwidth of physical link e
R 1 Reliability requirement of i’ PSFC RY Reliability of VNF ¢
R;‘; Reliability of physical node k € N Dl.req Delay requirement of i’”* PSFC
BW"ed Bandwidth requirement of virtual link between cred Processing capacity requirement of j*7*
ij j'" and j +1'" PEs in i'" SFC iJ PE of i'" PSFC
1 If the physical link e € E is acti cret Tk creq
he:{ ep' ysical link e is active 21 ZZ Z x] +ZZ Z Z ”]C < Cr,Vk € N
0 Otherwise i€S reP; jePir i€S reP; jePir q€Pirj
(37
Our goal is to cqmpqte the optimal depl.oymen.t of PSFC Wfr S heVieSVreP,VjePy,,YeeE (38)
requests so as to minimize energy consumption while ensuring
the reliability and delay requirement of each PSFC request. It Z Z Z w’ eBWreq < B.,Ye€E (39)
is formulated as follows: i€S reP; jEPiy
min Eyprqr = Z Egzi + Z Eche+ RiB 2 R:eq’Vi €S (40)
keN E
c “ DUPD;j+ Y T() <D vies 41)
ik _ JEP; lepl.
| l r,Jj |( yl r ] ¢
€S reP; jePi, Pi.j keN k k i,k
e |f3§rj\=1q€ e Ken z]r ’gtrj’y?rj u{,r’wl?,r,j’ti’r’zk’he €{o.1} “42)
(22)
subject to: First two terms in the objective function describe node
ik _ _ and link energy consumption, respectively. Eq. 23 ensures
Z Xy SLYI€S,VreP,VjeP;, (23)  that the primary deployment of each PE of an PSFC is
keN on at most one physical node. Eq. 24 guarantees that the
Z yl <L Vi€ S, VrePVj€Py,Yg€E Py (24) backup deployment of each VNF in a PE of an PSFC is
N deployed on at most one physical node. Eq. 25 ensures that
ik . . the backup instances created for VNFs in a PE of an PSFC
Z iy < LVi€S,VrePi,VjePi (25 should be deployed on at most one physical node. Let Q be
keN a constant such that 1, ), i, rk ;s Q in any reasonable
P
<Qv/* VieS,VrepP,VjeP,,VkeN 45T
ZPJ y"f Qv »vJ " solution to the problem. Eq. 26- Eq 27 enforce that u’ ok
€
! (26) is equal to one if 1 < 3 y”j , is equal to zero 1f
@k _1 < Qv VieS VreP.VjePyVkeN a€8in;
quP: Yiir.j < Qv VieSVrePiVj e Pir, > y?’rkj > 1, and could equal either if 1 = 3 y:.”rkj.
i qePij qePij
K e I VieSVreP.VieP. VkeN (gg) Eq. 26-Eq. 31 all together enforce the definition of uf‘r
s Lvies,vre b, vy € lir, Vi € 28)  gescribed in Eq. 18. That is, Eq. 26-Eq. 31 all together
. _ q.k
”frk < Z ”j Vi€ S,\VreP,VjeP,,VkeN (29) ensure that u”] min(1, qg)] y”]) Eq. 32 and Eq. 33
> irj
q€Pirj guarantee that primary and/or backup instances of a PE should
2 1-0(1- v ) Vi e S,VreP,Vje Py VkeN (30) be fieployed on an actlye seryer. If the server is not'actlve, then
activate it before hosting primary and/or backup instances of
”{rk > Z ?rkJ_Q(l vj k) Vi € S,¥r € P;,Vj € P;,,Vk € N& PE. Eq. 34 ensures if a backup is created for a VNF in
Py a PE with size greater than one, then the backup should be
(31) deployed on the physical node where the primary instance
x!rk <z, Vi€ S,Vr e P;,Vj € P;,,Yk e N (32) for PE is deployed. The third term in the objective function

ul* < 21, Vi € S,Vr € PiVj € Py, Vg € Pirj,Vk €N (33)

Lr -

Jk _ J.k
utr g’rfxlr’

VieS,Vre Pi,VJ € Py, |Pirj| > 1,\7/q S Pirj,Vk eN (34)

Dty=1Vies (35)
rep;
tir2t;,,Vi€Srep;, r € P, |Pir| < |P,,| (36)

ensures that preference is given to the onsite strategy over the
offsite strategy when a backup is created for a PE with size 1
due to reliability constraints. The last summand can only take
values between 0 and 1 because of the constramt in Eq. 24.
If the objectives are met by setting > . cn y =0, then we
do not require a backup for the PE when deployed on node k.

However, if we are forced to have X/ cn yl . j =1(a backup

is required), then the multiplicative factor of xl = yl v gives
preference towards deploying the backup on the same node
(onsite strategy). For every SFC i € S, Eq. 35 ensures at most



one PSFC is selected and all of its PEs are deployed. For every
SFC i € S, Eq. 36 ensures that the preference should be given
to PSFC combinations of SFC i with lesser number of PEs.
This preference ensures that PSFCs with higher parallelism
are favored over those with lower parallelism. It is worth
noting that a PSFC with a lesser number of PEs indicates
a higher number of VNFs being executed in parallel, in
contrast to a PSFC with a higher number of PEs. For each
physical node k € N, Eq. 37 guarantees that the sum of
processing capacity requirements of VNFs whose primary and
backup instances are deployed on physical node & should not
exceed its processing capacity. For each physical link, e € E,
Eq. 39 guarantees that the sum of bandwidth requirements
of virtual links that are mapped to physical link e should
not exceed the bandwidth of link e. Eq. 40 ensures that
the reliability of PSFC i (Vi € ), after deploying backup
instances for its VNFs, denoted as Rf , meets or surpasses the
PSFC i reliability requirement, denoted as R;“?. Note that
the reliability of a PSFC after deploying backup instances
for its VNFs is represented in Eq. 13. Eq. 41 guarantees that
the end-to-end delay of the PSFC does not exceed the PSFC
delay requirement. The end-to-end delay of a packet traversing
a PSFC is defined as the sum of VNF processing delays
and propagation delays in the deployed path, where PD; ;
represents the processing delay of PE j and P; represents the
set of PEs in PSFC i. p’_. denotes the path traversed by each
deployed PE and T'(/) indicates the link delay of link /. Eq. 42
ensures that the decision variables are binary, i.e., take a value
of zero or one.

Theorem 1: PSFC deployment problem is NP-hard.

Proof: In this, we demonstrate that the SFC placement prob-
lem is equivalent to the bin packing problem, which is a well-
known NP-hard combinatorial optimization problem [40]. The
bin packing problem consists of packing a set of items, each
with an integer weight, into a set of identical bins, each with an
integer capacity ¢, in such a way that the maximum capacity
of any bin is not exceeded while minimizing the number
of bins used. To prove that the SFC placement problem is
NP-hard, it is sufficient to show that an instance of the bin
packing problem can be transformed into an instance of the
SFC placement problem in polynomial time.

The transformation process is as follows: i) each item in
the bin packing problem is considered as an SFC in the SFC
placement problem, ii) the integer weight of each item is set
equal to the resource requirement of each SFC, iii) the total
number of available bins is considered as the total number of
substrate nodes, iv) the capacity of each bin is set equal to the
resource availability in each substrate node, and v) each item
is placed in only one bin, as an SFC is placed in only one
substrate node. Since this transformation can be completed
in polynomial time with respect to the input size, it can be
inferred that the SFC placement problem is NP-hard. As the
SFC placement problem is a restricted version of the PSFC
deployment problem, the PSFC deployment problem is also
NP-hard. Hence, in the following section, a heuristic approach
is proposed to efficiently solve the problem for large instances.

VI. ENERGY AND RELIABILITY AWARE PARALLELIZED
SFC PLACEMENT MECHANISM

In this section, we propose an efficient energy-aware paral-
lelized SFC placement algorithm named ERASE that guaran-
tees reliability and delay requirements. Algorithm 1 provides
an overview of ERASE. It takes a network topology G, a
set of PSFC requests M, VNFs’ resource-delay dependency
table as inputs, and returns PSFC placement as the output.
VNF resource-delay dependency table contains information
of maximum and minimum resources allocated to a VNF
and its corresponding delays. Step 4 sorts the PSFCs in
non-decreasing order based on the total resources required.
Then, for each PSFC, the resources for VNFs in a PE
are scaled down based on the maximum VNF delay of the
respective PE using Eqs. (1), (2), and (3) (step 6). The new
set of PSFCs after scaling is stored in set M’. For deploying
each PSFC request, the algorithm works in three stages: PE
deployment, PE routing, and VNF backup deployment. The
best PNs for deploying PEs of a PSFC are computed in the
first stage (step 8). The second stage aims to find the best
path from source to destination by connecting selected PNs
for PEs while respecting end-to-end delay and bandwidth
constraints (step 9). If the reliability requirement of PSFC is
not satisfied with the primary VNF deployment, then the third
stage uses a backup mechanism to ensure PSFC’s reliability
requirement (step 10 — step 16). The following subsections
describe in detail each of these three stages.

Algorithm 1: Algorithm ERASE

1 Input: G(V,E), M, VNF resource-delay dependency table
2 Output: PSFC placement

3 begin

4 Sort PSFCs in M in non-decreasing order based on total
resources required

5 M — {}

6 M’ «— Adjust the resources to VNFs in a PE based on
its peak delay using Egs. (1), (2), and (3)

7 for each PSFC request from M’ do

/I Stage 1: PE deployment

8 Construct the candidate PN matrix, which consists
of a set of candidate PNs for each PE, and then
select the suitable PN for each PE by calling
PE_deployment() (Refer Algorithm 2)

/I Stage 2: PE routing

9 Find the route by connecting the chosen PNs in
stage 1 while ensuring end-to-end delay and
bandwidth constraints by calling PE_routing()
(Refer Algorithm 3)

// Stage 3: Guaranteeing reliability

10 Evaluate the reliability of PSFC into R s using
Eq. 13
1 if R >= Rl.req then

psfc
//'no need to provide backup

Deploy primary VNFs of PEs on the chosen
PNs and update available network resources

12

13 end

14 else

15 ‘ PSFC_backup_deployment()
Algorithm 4)

(Refer

16 end
17 end
18 end




Algorithm 2: Procedure PE_deployment()

1 begin
// Step 1: Candidate PN matrix construction
2 for each PE of PSFC request do
Rank the PNs based on Eq. 45 and sort based on it
4 if no PN is found for a PE which has more than one
VNF then

PSFCpew < partial_parallelism()

Build candidate PN matrix for PSFCpey by

calling PE_deployment()

7 end

8 if no PN is found for a PE which has one VNF then
9 Reject the request

10 return

11 end

12 end

// Step 2: PN selection
13 for each PE of PSFC request do

14 Select PN which satisfies the resource requirement
from the corresponding PE row in the candidate
PN matrix

15 if no PN satisfies resource requirements then

16 if ((PEynF| > 1) then

17 PSFChpew < partial_parallelism()

18 Build candidate PN matrix for PSFCpew by

calling PE_deployment()

19 end

20 else

21 Reject the request

22 return

23 end

24 end

25 end

26 end

A. Stagel: PE Deployment

This stage’s primary goal is mapping each PE of the requested
PSFC to a PN in the network to reduce energy and increase
reliability. PE deployment comprises three steps, namely PN
ranking, candidate PN matrix construction, and PN selection.

1) PN ranking

We determine the set of PNs that are the best candidates for
hosting P; of PSFC i. For each PE, we rank the PNs based on
the scores calculated using energy and reliability factors. We
define the score of a PN k£ € N to host j € P; as

& =W+ (1-W).B] (43)

where a; and B{{ are reliability impact and energy impact of
PN £, respectively, and W is a weight parameter representing
the relative importance of energy and reliability. It is important
to note that 6{( considers the node’s current energy consump-
tion and reliability. The weights of the «; and ,Bi metrics can
be changed according to the operator preferences/priorities.

Reliability Impact (ay): ap represents the reliability of a
PN k, and its value is between O and 1. This metric allows
for selecting PNs with higher reliability, hence reducing the
number of backups required to achieve the PSFC reliability
requirement.

Energy Impact ( ﬁ‘,’{ ): This metric aims to prioritize PNs that
result in a minimum increase in the energy consumption to
process a PSFC request i (either by turning on a PN which is

in standby mode or using an already running one). It can take
two different values based on the state of a PN.
. ,8-]’; = [: If PN £ is already running with enough available
capacity to host the PE.
. ﬂi = 0.9: If PN £ is in standby mode and must be turned
on to deploy PE.
2) Candidate PN matrix construction
After assigning ranks to PNs based on energy and reliability
factors, we construct a candidate matrix by arranging PNs in
non-increasing order of ranks for each PE. Since all VNFs
of a PE are deployed on the same PN in order to minimize
additional overhead due to VNF parallelization, rows in the
matrix correspond to PEs rather than VNFs. In case of conflict
(same 6{( value for multiple PNs), we break the ties using the
Available Residual Resources (ARR) policy and prioritize the
PN with the higher ARR. We use y; for representing ARR
value of a PN k, which ranges between 0 and 1 and it is

calculated as .
resources utilized

= 44
Yk total resources ‘4

It is important to note that we also utilize y; to identify
candidate PNs for PEs with multiple VNFs. Since we use an
onsite backup strategy for such PEs, it helps to select PNs with
more ARR; backups (if required) can be made on the same
PN where primary VNF is deployed, preventing conversion to
partial parallelism. Therefore, the updated ranking policy used
for PEs with multiple VNFs is as follows:

67 = Wlar + W28, + (1 - W1 - W2).y; (45)

W1 and W2 are weight parameters representing the relative
importance of energy, reliability, and ARR. We normalize
these three terms to make them belong to the same scale.

3) PN selection

After candidate PN matrix construction, we select PNs for
PEs. First, we start with PEs with more than one VNF followed
by PEs with a single VNF. For each PE, assign a PN with the
highest rank. If the PN does not meet the required capacity,
select the next PN in the candidate matrix’s order. For PEs
with multiple VNFs, we convert the PSFC request from full
parallelism to partial parallelism (using partial_parallelism()
procedure) if no PN is identified or candidate PNs do not meet
the resource requirement. The request must be rejected for PEs
with a single VNF if no PN meets resource requirements.

Partial VNF Parallelism Transition (partial_parallelism()
procedure): We deploy all VNFs of a PE on the same
PN to avoid VNF parallelization overheads. If no node is
available for deploying such PEs, the PSFC request is rejected.
To address this, we transition to partial parallelism, which
involves dividing one PE into multiple PEs to decrease the
number of parallel VNFs in each PE. It reduces the required
resources for resultant PEs and increases the likelihood of
finding suitable nodes. The overall latency of the PSFC may
increase as a result of running some VNFs sequentially after
the transition. To get all the possible sequential derived PEs of
a PE of length N, we use a dynamic programming algorithm
proposed in [18]. We define Sy as the set of possible sequential
derived PEs for a PE of size N. For instance, for a PE of
length 3, three VNFs can be executed sequentially (s = [I,
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Figure 6: Possible partial parallelism transitions. Each circle represents a VNF and square represents a PE.

1, 1]), fully in parallel (s = [3]), or partially in parallel (s
= [1, 2] or s = [2, 1]). Hence, we get S3 = {[1 1], [1,
2], [2, 11, [3]}. Among these, we prefer the combination that
gives maximum latency benefits. It can be accomplished by
arranging VNFs in decreasing order based on their processing
delays and assigning them to various combinations. Fig. 6
demonstrates three potential partial parallelism combinations
for a PE of size three.

Algorithm 2 describes the PE deployment process of a given
PSFC. Step 2 — step 12 explain the procedure for constructing
the candidate PN matrix of a given PSFC, and step 13 —
step 25 describe the PN selection procedure for PEs using
the candidate matrix.

B. Stage2: PE Routing

Given a list of selected PNs for PEs, PE routing computes the
path from source to destination that traverses the selected PNs
and satisfies the delay and bandwidth requirements. Instead of
running Dijkstra’s algorithm directly from the source to the
destination node, we apply the Dijkstra’s algorithm sequen-
tially from the source node to the node that hosts first PE,
followed by the node that hosts the second PE, and so on
until the destination. Hence, our algorithm ensures that it only
considers paths that traverse the list of selected PNs and the
final path satisfies the delay and bandwidth constraints. The
working of PE routing is given in Algorithm 3.

If the end-to-end delay requirement is satisfied, we attempt
to reduce energy consumption by altering the path between
PNs. Note that the energy consumption of a physical link relies
on its on/off state and bandwidth utilization. We determine
the energy consumption of the links between sub-paths of the
selected PNs and then order the sub-paths depending on their
energy consumption. For each sub-path, starting with the one
that consumes the most energy, we compute the k shortest
paths (using Yen’s algorithm [41]) between the corresponding
end-points of the sub-path and select the one that consumes
least energy while meeting the delay and bandwidth require-
ments. This procedure is repeated for the end points of every
sub-path. It returns a lowest energy path that does not exceed
the delay requirement (step 4 — step 10).

If the end-to-end delay constraint is not met, we con-
sider redeployment for certain PEs, choose alternative PNs
from the candidate PN matrix, and repeat the PE routing
procedure. Since different PNs for deploying PEs lead to
different solutions, we need to determine an alternative list of
selected PNs for PE deployment which is expected to reduce
energy consumption while allowing a path passing through
them that guarantees the constraints. Having the PN candidate
matrix in hand, we present a mechanism, namely Largest Sub-

path Delay (LSD), PN selection mechanism to determine the
alternative list of selected PNs for PE deployment (step 12).

Largest Sub-path Delay (LLSD): This mechanism uses a
sub-path delay metric to eliminate a PN from the selected PN
list. We first partition the shortest path from s; to d; passing
through PNs (wherein PEs are deployed) into e sub-paths: s; to
PE, (PE] is the intermediate PE), PE| to PE3, and PE._; to
d;. Note that each sub-path comprises a single intermediary PN
that hosts a PE. For each sub-path, the shortest path between
end points of the sub-path is calculated using the delay as the
cost function. Then, the intermediate PN of the sub-path with
the longest sub-path delay is eliminated from the current PN
list. Consequently, the eliminated PN is replaced with the next
candidate PN in the corresponding row of the candidate PN
matrix. This process iterates until either a solution meeting the
delay and capacity constraints is discovered or the stopping
condition is met. The stopping condition signifies that all
possible PNs for deploying the corresponding intermediate
PEs have been explored. It indicates that the deployment
process has exhaustively considered the available options and
has reached the end of the exploration phase.

For better understanding, we illustrate the LSD process by
taking an example. Fig. 7a shows the considered network
topology and PSFC request. The candidate PN matrix and
initial PN selection corresponding to the PSFC request are
shown in Fig. 7b. Assume that end-to-end delay is not sat-
isfying with the initial PN selection for PEs of the given
SFC in Fig. 7b. Fig. 7c shows three different sub-paths for
the considered PSFC, whereas Fig. 7d shows an example
of the redeployment phase (chosen sub-path 3) in which it
decides to replace the PN C where PE; is deployed with PN
E and selects the corresponding path from the source to the
destination via newly chosen node.

C. Stage3: VNF Backup Deployment

Until stage 2, PEs are assigned to PNs in a way that minimizes
energy consumption and improve reliability while meeting
resource and delay requirements. However, it may or may not
meet the PSFC reliability requirements. The reliability of a
PSFC is computed using Eq. 13. The conventional approach
to increase the reliability of a PSFC is to create redundant
backups for VNFs in PEs. However, backup models introduce
additional resource consumption. Typically, 1:1 redundancy
architecture has been proven ineffective [24], [42], [43]. In
this work, we investigate the minimum number of backup
VNFs for the whole PSFC request to be created by the service
provider to guarantee a certain degree of reliability. Service
providers need a dedicated mechanism to ensure reliability at
relatively low resource consumption, overhead, and delay.
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Figure 7: A high-level example that illustrates the steps that the ERASE takes to find a solution.

Algorithm 3: Procedure PE_routing()

Algorithm 4: Procedure PSFC_backup_deployment()

1 begin
2 For each pair of selected PNs compute the shortest path
while ensuring bandwidth requirement
3 delay « compute the end-to-end delay
4 if delay < DY then
5 for each sub-path do
6 Compute the k shortest paths between the
end-points
7 Select the path that consumes lesser energy than
current energy while meeting the delay and
bandwidth requirements
8 end
9 return
10 end
11 else
12 Follow the LSD mechanism for choosing different
PNs and find the route by calling PE_routing()
13 end
14 end

Algorithm 4 describes the process of backup VNF de-
ployment. It iteratively adds backup VNFs until the required
reliability requirements are met or reach the maximum number
of backup VNFs. We allow at most one backup for each VNF.
Creating backup for the most unreliable VNF will increase
the reliability significantly. Thus, we sort VNFs based on
their reliability values and store them in a list S (step 2). The
backup VNF instances are preferentially placed on PNs where
their primary VNFs are located. This way, the overhead of
synchronizing the states of the primary VNF and backup VNF
can be reduced. If the PE has a single VNF, then we give the
first preference to the onsite backup policy. If it is not possible
to deploy the backup and primary PE on the same PN, then we
follow the offsite backup policy and choose a node for creating
a backup and reserving computing resources. In contrast to the
traditional approach, the offsite backup policy places backup
VNFs further downstream/upstream along the PSFC’s path
so that it always meets the end-to-end delay and bandwidth
requirements (step 4 — step 11). It is important to note that
there is no need to reserve extra bandwidth resources, which
may be utilized to deploy more number of PSFC requests.

If the PE has multiple VNFs, we always follow the onsite
backup policy for creating a backup instance to minimize
the overheads introduced by VNF parallelization. If the PN
where such PEs are deployed has insufficient capacity to
place a backup VNF instance, we avoid taking backup for
that particular VNF and continue with other VNFs (step 12 —
step 19). It is important to note that in cases where taking

1 begin
2 Sort VNFs in non-decreasing order based on their
reliability into list S’
3 for each VNF from S do
4 if (|[PE| = 1) then
5 if PN has sufficient capacity then
6 Mark this PN into temp // onsite backup
strategy
7 end
8 else
/I offsite backup strategy
9 Find PN either downstream or upstream
along the PSFC’s path and mark into temp
10 end
11 end
12 else
13 if PN has sufficient capacity then
14 | Mark this PN into temp
15 end
16 else
17 | continue
18 end
19 end
20 Find the updated reliability using Eq. 13 into RPS/¢
21 if RPSJ¢ >= R"¢4 then
22 Deploy the backup VNF into temp PN and
update the available network resources
23 return
24 end
25 end
26 return
27 end

backup for such VNF leads to satisfying PSFC reliability, we
reject the request as it leads to additional VNF parallelization
overheads due to the deployment of backup VNF instance in
another node. We check whether reliability is guaranteed or
not after creating every backup and repeat this procedure for
all VNFs until the reliability requirements have been met. If
the desired reliability is satisfied, then we deploy backup VNF
instances and update the available network resources (step 20 —
step 24).

D. Complexity Analysis

Let F represent the maximum number of VNFs in any PSFC
request. Algorithm 1 employs three stages for deploying a
PSFC request. In the first stage, we construct a candidate
PN matrix. Rows and columns in the matrix correspond to
PEs in the PSFC and candidate PNs, respectively. In the
worst case, the set of PEs in a PSFC is same as set of



VNFs. For each PE, we arrange candidate PNs in ascending
order of scores calculated using energy and reliability factors.
Thus, the time complexity for creating a candidate PN matrix
is O(F|N|log|N|). After this matrix construction, we select
PNs for deploying PEs which can take O(F|N|) time in the
worst case. Hence the total time complexity of stage 1 is
O(F|N|log|N|). Then, we iteratively compute the route for
connecting the chosen PNs by computing k shortest paths
between end points of each sub path. The number of PNs is
F +2 including source and destination nodes, thus, we need to
find k shortest paths between F+1 subpaths. Hence, the overall
time complexity of stage 2 is O(kF|N|?). In general, k can
be ignored as it is constant and a small number. In stage 3, we
sort the VNFs in non-decreasing order of their reliability and
create backups until meeting the reliability requirement. Since
the complexity of the VNF backup deployment algorithm only
depends on the number of PNs in the path between the source
and destination, it does not impact much compared to the
first two stages. These three stages are repeated for each
PSFC deployment. Thus, the time complexity of ERASE is
O(MFIN|)).

VII. PERFORMANCE EVALUATION

In this section, we first present the experimental setup used
for performance evaluation. Then we report the performance
of our proposed scheme ERASE and compare it with some
baseline and bechmark schemes.

A. Simulation Setup

To evaluate the performance of the proposed ERASE scheme,
we developed a C++ based simulator. We evaluated ERASE
scheme on a medium-scale network topology (USNET with
24 nodes and 43 links) and a large-scale network topology
(CORONET with 75 nodes, 99 links). The simulation param-
eters are chosen from [3], [11], [17], [44]-[47], which are
given in Table III. Unless otherwise stated, these parameters
are used as the default settings. VNFs of each PSFC are picked
from 10 different VNFs, and the source and destination pair of
each PSFC is picked randomly from the underlying network
topology. Fig. 8 illustrates the effect of the weight factor W
on the energy consumption and reliability achieved for 50
PSFC requests. As the value of W increases, the average total
energy consumption increases as more importance is given to
reliability than energy. It can be observed that when the value
of W is very high, for example, 0.9, energy consumption is
higher with high average achieved reliability and vice versa for
low W values. Based on this result, we set W as 0.4 for further
experiments as it balances the relative importance between
energy and reliability. In all our experiments, we set W1 and
W2 as 0.4 and 0.5, respectively, and the weight of ARR is
set to 0.1. To minimize the impact of random factors on the
results, each simulation experiment is repeated 50 times, and
the graphs are plotted with a 95% confidence interval.

B. Benchmark Schemes

Since this paper is the very first to study the energy-aware
reliable placement of parallelized SFCs in NFV-based systems
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Figure 8: Impact of W on energy and reliability.

while guaranteeing delay requirements, we present two bench-
mark schemes to investigate the performance of the proposed
scheme ERASE.

« Energy-aware only scheme (EoS): The main difference
between this scheme and ERASE is that it selects PNs
for deploying PEs only based on energy factor (i.e., W1
and W2 are set as 0 and 0.9, respectively). It indicates
that it prioritizes PNs based on their energy consumption
regardless of their reliability.

« Reliability-aware only scheme (RoS): The main differ-
ence between this scheme and ERASE is that it only
considers the reliability factor when selecting PNs for
deploying PEs (i.e., W1 and W2 are set as 0.9 and O,
respectively). It indicates that it prioritizes PNs based on
their reliability regardless of their energy consumption.

To demonstrate the impact of SFC parallelization, we have
also implemented the following three variants of sequential
SFC placement to provide a thorough evaluation.

« Energy-aware efficient sequential SFC placement (ESP)

« Reliability-aware efficient sequential SFC placement
(RSP)

o Energy- and Reliability-aware efficient sequential SFC
placement (ERSP)

It is worth mentioning that the schemes used for sequential
SFC deployment, such as ESP, RSP, and ERSP, have similar
functionality to those employed in parallelized SFC deploy-
ment, namely EoS, RoS, and ERASE. ESP, RSP, and ERSP
are designed to operate on sequential SFCs, whereas EoS, RoS,
and ERASE are tailored for parallelized SFCs.

The following performance metrics are used to evaluate the
performance of the schemes mentioned above.

1) Acceptance ratio: It is the ratio between the number
of PSFC requests that were accepted in the network and
the total number of requests. An PSFC request is said
to be accepted when its end-to-end delay and reliability
requirements are met.

2) Average end-to-end delay: It represents the average
end-to-end delay (i.e., the sum of processing delay and
propagation delay) of PSFC requests that are accepted.

3) Average reliability: The average reliability of PSFC
requests that are accepted.

4) Average number of backup VNFs: Average number of
backup VNF instances created for meeting the reliability
requirements of accepted PSFC requests.
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Table III: Simulation parameters

PSFC Requirements

Physical Network

Parameters Values Parameters Values
Length of PSFC requests [4 - 8] Node resource capacity [250 - 450] units
VNF processing delay [5 - 10] msec Link capacity [5 - 10] Gbps
VNF resource request [5 - 10] units / Gbps Link delay [4 - 7] msec

Traffic rate [100 - 300] Mbps

Reliability of each physical node

[0.9, 0.99, 0.999, 0.9999]

End-to-end delay [80 - 120] msec

Starting and peak energy of physical node

299 watt-hour (Wh), 500 watt-hour

Reliability of VNF [0.9, 0.99, 0.999, 0.9999]

Starting and peak energy of link

50 watt-hour, 200 watt-hour

PSEC reliability [0.75 - 0.99] Number of PSFC requests 50 (USNET), 100 (CORONET)
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Figure 9: Simulation results w.r.t varying PSFC reliability with USNET network topology.

5) Energy consumption: The total amount of energy con-
sumption of the network, which consists of energy con-
sumption of all the servers and physical links of the
accepted PSFC requests.

6) Number of running servers: The number of servers
activated for running at least one VNF.

In the following subsections, we first evaluate the performance
of the ERASE with EoS and RoS through extensive simulations
and then we compare its performance with three variants of
sequential SFC deployment, namely ESP, RSP, and ERSP.

C. Impact of the PSFC reliability

Fig. 9 shows the performance of the proposed ERASE scheme
along with five benchmark schemes with the variation of
PSFC reliability for the USNET network topology. Figs. 9a
and 9b illustrate the acceptance ratio and the corresponding
average reliability achieved by all schemes, respectively. At a
reliability requirement of 0.70, ERASE EoS, and RoS schemes
accepted all PSFC requests, but the EoS scheme had an
average reliability of 0.85, while ERASE and RoS schemes had
an average reliability of 0.96. The EoS scheme does not take
into account node reliability while placing VNFs, resulting in
a decrease in the average PSFCs reliability. In contrast, the
ERASE and RoS schemes considered node reliability factors,
resulting in a high average PSFC reliability. The EoS scheme

(d) Total energy consumption

began rejecting requests at a reliability requirement of 0.80
or higher, while the ERASE and RoS schemes began rejecting
requests at a reliability requirement of 0.95 or higher. The
ERASE scheme performed similarly to the RoS scheme in
terms of achieved reliability and acceptance ratio.

The number of backup VNFs required by all six schemes for
each reliability criterion is shown in Fig. 9c. The EoS scheme
does not require backups when reliability requirements are
less than 0.80, but as reliability requirements increase, the
acceptance ratio drops, and no backups are placed from a
reliability requirement of 0.90 as shown in Fig. 9c. Neither
ERASE nor RoS schemes require backups to accept requests
with reliability requirements less than 0.99. The number of
backups increases as reliability requirements increase from
0.99 to 0.995, but even with backups in place, the requirement
is not met at 0.999. The energy consumed by each scheme at
different reliability requirements is shown in Fig. 9d. At a
reliability requirement of 0.70, ERASE EoS, and RoS schemes
accept all requests. The EoS scheme consumes the least en-
ergy, as it prioritizes energy-related criteria in node selection.
As reliability requirements increase, the EoS scheme consumes
less energy due to its decreasing acceptance ratio. ERASE
outperforms RoS in total energy consumption by an average
of 10% across all reliability requirements, as it considers a
combination of reliability and energy factors while placing
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Figure 11: Simulation results w.r.t varying physical node reliability in USNET network topology.

PSFC requests, thus reducing energy consumption. Overall,
the proposed ERASE scheme has similar performance to EoS
in terms of energy consumption and RoS in terms of reliability.
Similar trends were also observed in the larger CORONET
network topology, where ERASE consumed about 20% less
energy than RoS and almost the same energy as the EoS
scheme as shown in Fig. 10.

D. Impact of the physical node reliability

Fig. 11 depicts the performance of the proposed ERASE
scheme along with five benchmark schemes by varying the
node reliability for the USNET network topology. Figs. 11a
and 11b depict the acceptance ratio and the achieved reliability,
respectively. We observe that ERASE, RoS, and EoS schemes
perform similarly. This is because all nodes have the same
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Figure 12: Simulation results w.r.t varying physical node reliability in CORONET network topology.
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Figure 13: Simulation results w.r.t varying number of PSFC requests with USNET network topology.

node reliability and are regarded equally in terms of reliability.
No matter which nodes are chosen for VNF deployment, the
final PSFC reliability will be the same. Note that ERASE,
RoS, and EoS schemes place VNFs for a specific request on
distinct nodes. Observing the trend in Fig. 11a, increased node
reliability results in a rise in the acceptance ratio. This is
because, as shown in Fig. 11b, the higher the node’s reliability,

the higher the PSFC’s reliability will be, allowing it to accept
more requests. Figs. 1lc and 11d show the total energy
consumed and the number of running servers of the proposed
ERASE and five benchmark schemes. The RoS scheme results
in an increase in the total energy consumption because it only
considers the reliability of nodes before using them to place
requests, leading to the activation of more servers. On the
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Figure 14: Simulation results w.r.t varying PSFC length with USNET network topology.

other hand, the ERASE and EoS schemes provide weight to
already enabled nodes, enabling fewer number of nodes and
consuming less energy. Note that energy consumption is also
dependent on the total number of PSFC requests accepted.
We observe an upward trend in energy consumption as the
reliability of a node increases. The ERASE scheme is found
to consume 60% less energy than the RoS scheme and almost
the same as the EoS scheme. Similar trends are observed in
the larger CORONET network topology as shown in Fig. 12.

E. Impact of the number of PSFC requests

In Fig. 13, the performance of the proposed ERASE and five
benchmark schemes is observed by varying the number of
PSFC requests for the USNET network topology. Figs. 13a
and 13b show the acceptance ratio and reliability achieved
for varying number of PSFC requests. In the EoS scheme,
it is seen that the average reliability achieved is almost the
same regardless of the number of requests, this is because the
EoS scheme does not consider reliability parameters before
deploying VNFs. It is observed that the rejection of requests
is mainly due to the depletion of node resources rather than

the request reliability requirement. As the number of requests
increases, the acceptance ratios of ERASE, EOS, and ROS
schemes decrease. Due to the requirement for PSFC request
reliability, the EoS scheme has a lower acceptance ratio than
the ERASE and ROS schemes. As more and more requests are
accepted, the high-reliability nodes become depleted, which
leads to a reduction in the average reliability achieved by RoS
and ERASE schemes.

Figs.13c and 13d depict the total amount of energy con-
sumed and the number of servers enabled by all six schemes.
As expected, RoS consumes more energy as it enables more
servers. The EoS scheme consumes significantly less energy
than ERASE due to the fact that its acceptance ratio is 10
to 15 percent lower than ERASE over all iterations, thereby
using less energy. We also observed similar trends for larger
CORONET network topology.

FE. Impact of the PSFC length

In Fig. 14, the performance of the proposed ERASE and
five benchmark schemes is observed by varying the PSFC
length for the USNET network topology. Fig. 14a and 14b



show the acceptance ratio and the corresponding average
reliability achieved by all schemes, respectively. With in-
creasing PSFC length, the achieved reliability decreases, and
this trend is observed in ERASE, EoS, and RoS schemes.
The EoS scheme gives the lowest reliability for all PSFC
lengths because it chooses nodes for placing VNFs without
considering reliability factors. The acceptance ratio depends
on the required level of request reliability. Since ERASE and
RoS schemes achieve comparable levels of reliability, they
also produce comparable acceptance ratios. Since the achieved
request reliability decreases as the length of the PSFC chain
increases, the acceptance ratio of ERASE and RoS schemes
also decreases.

The energy consumed by the proposed ERASE and five
benchmark schemes is depicted in Fig. 14c. Energy consump-
tion is dependent on the acceptance ratio and the length of the
PSFC request. As the number of VNFs in a PSFC increases,
more energy is consumed as more nodes are required to place
them. Therefore, ERASE, EoS, and RoS schemes consume
more energy as the length of the chain increases. The EoS
scheme has a lower acceptance ratio and thus uses less energy
than ERASE and RoS schemes. Compared to the RoS scheme,
ERASE saves a significant amount of energy while maintaining
the same acceptance ratio, as it takes energy parameters also
into account when placing VNFs. Fig. 14d depicts the average
end-to-end delay of requests of different PSFC lengths. As the
length of PSFC increases the total end-to-end delay increases.
This is mainly because of the larger number of VNFs in
the PSFC, resulting in additional processing delays. Fig. 14e
and Fig. 14f show the impact of VNF processing delay and
propagation delay on the total end-to-end delay, respectively.
Similar trends were observed in the larger CORONET network
topology.

G. Sequential vs. Parallelized SFC Deployment

The results for both sequential and parallelized SFC deploy-
ments are presented in Figs. 9 to 14. In terms of various
aspects, such as PSFC reliability, physical node reliability,
number of PSFC requests, and PSFC length, the parallelized
SFC schemes consistently outperform different variations of
sequential SFC deployment schemes across all performance
metrics, including reliability, energy efficiency, end-to-end
delay, and acceptance ratio. This superiority can be attributed
to three significant factors. Firstly, the implementation of
flexible resource allocation for parallelized VNFs enables
efficient resource utilization, leading to resource savings and
the capability to accommodate a higher number of requests.
Secondly, the parallel execution of specific VNFs effectively
reduces latency, resulting in enhanced overall performance.
Lastly, the deployment of sequential SFC requests across
multiple nodes introduces a trade-off in terms of reliability,
which can potentially impact the overall reliability of the SFC.

VIII. CONCLUSIONS AND FUTURE WORK

This paper introduced a novel parallelized SFC deployment
problem with the objective of reducing energy consumption
while meeting reliability and delay constraints. First, the

problem was formulated as an ILP model, and then, due to its
NP-hardness, a heuristic solution called ERASE was proposed
that consists of three stages: PE deployment, PE routing, and
VNF backup deployment. Extensive simulation results showed
that the proposed solution can significantly reduce the total
energy consumption in comparison to benchmark schemes
while guaranteeing the delay and reliability requirements of
PSFC requests.

Some potential future directions of this work are as follows.
In this work, all parallelizable VNFs were deployed on the
same server to avoid any additional overheads. We plan to
evaluate the impact of overheads such as packet deposition
and packet duplication/merging when parallelizable VNFs are
deployed on different servers. Providing online algorithms for
deploying PSFC requests with the objective of minimizing the
energy while considering the parallelization overheads, and
meeting the delay and reliability requirements is a very im-
portant problem to investigate. Reinforcement learning could
play a big role in addressing this problem.
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